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Abstract

As a form of adaptive plasticity that allows organisms to shift their phenotype

toward the optimum, learning is inherently a source of developmental bias.

Learning may be of particular significance to the evolutionary biology

community because it allows animals to generate adaptively biased novel

behavior tuned to the environment and, through social learning, to propagate

behavioral traits to other individuals, also in an adaptively biased manner. We

describe several types of developmental bias manifest in learning, including an

adaptive bias, historical bias, origination bias, and transmission bias, stressing

that these can influence evolutionary dynamics through generating nonrandom

phenotypic variation and/or nonrandom environmental states. Theoretical

models and empirical data have established that learning can impose direction

on adaptive evolution, affect evolutionary rates (both speeding up and slowing

down responses to selection under different conditions) and outcomes,

influence the probability of populations reaching global optimum, and affect

evolvability. Learning is characterized by highly specific, path‐dependent
interactions with the (social and physical) environment, often resulting in

new phenotypic outcomes. Consequently, learning regularly introduces novelty

into phenotype space. These considerations imply that learning may commonly

generate plasticity first evolution.
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1 | INTRODUCTION

A central, largely unresolved, issue in the field of
evolutionary biology is whether and how developmental
processes contribute to evolutionary change (Love,
2015), and one much‐discussed means by which
development might do so is through generating a biased
distribution of phenotypic variation (i.e., “developmen-
tal bias”; Brakefield, 2006; Maynard‐Smith et al., 1985;
Uller, Moczek, Watson, Brakefield, & Laland, 2018).
Perhaps some developmental biologists will not think of
learning as a “developmental” process, as it is typically
studied without consideration of gastrulation, cell
division, or hox genes. However, if development is

viewed broadly to comprise all of the changes in size,
shape, and function that take place during the life of an
organism, learning is unquestionably a developmental
process. Viewed in this manner, any biases in behavioral
phenotypes that are generated through learning are a
form of developmental bias.

This point takes on new significance once some well‐
documented properties of learning are recognized. What
is immediately apparent to most students of animal
learning, but perhaps less obvious to many other
biologists, is that learning typically is a highly flexible
form of adaptive plasticity that shifts many aspects of the
phenotype toward the optimum. Also self‐apparent is the
fact that animals commonly learn knowledge and skills
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through observing and interacting with other animals,
including other species, again with a strong tendency to
acquire adaptive knowledge.

In this article we describe how phenotypes generated
through animal learning are generally not just biased, but
adaptively biased. Moreover, such phenotypes are not
just manifest in a single individual but commonly rapidly
propagated to multiple individuals and, through social
transmission, passed on to descendants. We also review
the evidence that novel phenotypes propagated through
learning can impact genetic evolution. Here we set out to
present the evidence, both experimental and theoretical,
that leads us to the view that learning should be regarded
as an important source of developmental bias in animals,
and a profound influence on adaptive evolution.

2 | DEFINITIONS

2.1 | What is developmental bias?

The term “developmental bias,” as commonly deployed,
is somewhat ambiguous because it is manifestly subject
to two distinct readings: is it the products of development
that are biased (i.e., are a biased set of phenotypic
variants generated)? Or are developmental processes
biasing something else—most obviously, the course of
evolution? While the most evident way in which
developmental processes can bias the course of evolution
is through biasing phenotypic variation, in principle,
these two readings can be disassociated. Biased pheno-
typic variation need not affect the course of evolution
(e.g., if dynamics are dominated by selection), while
developmental processes could affect the course of
evolution even if phenotypic variation were isotropic
(e.g., through nonrandom modification of selective
environments). We suspect that usage of the term slips
between these two meanings, with users perhaps some-
times unaware of the inherent ambiguity, and frequently
committed to both interpretations. This slippage may
partly account for the diversity of usage of this term.

One way of resolving the ambiguity is to distinguish
between the two usages explicitly: that is, distinguishing
between a biased product of development (henceforth
“developmentally biased phenotypic variation”), and a
biasing process of development (“developmentally biased
evolutionary process”). This approach has proven useful
in helping to clarify a similar ambiguity in the use of the
term “innovation” (Reader & Laland, 2003).

To characterize the process or the product of
development as “biased” we must have some notion of
what an unbiased product/process would look like.
Hence, ideally a definition of developmental bias would
state relative to what baseline the bias arises. Here,

following Uller et al. (2018, p. 949), we define devel-
opmentally biased phenotypic variation as “the bias
imposed on the distribution of phenotypic variation,
arising from the structure, character, composition, or
dynamics of the developmental system, relative to the
assumption of isotropic variation.” We also define a
developmentally biased evolutionary process as “any bias
in the rate, dynamics and pattern of evolution arising
from the production of nonrandom phenotypic variation
(broadly construed), relative to the expected rate,
dynamics and pattern of evolution arising from random
genetic variation.”

We introduce the qualification “broadly construed” as
our use of this term will encompass cases in which
organisms express their nonrandom (extended) pheno-
typic variation in the external environment, for instance
through building nests, burrows, mounds, webs, and
pupal cases, or modifying local soils, hydrology, chem-
istry, nutrients, or flows (i.e., niche construction), and
which thereby bias the sources of selection that they, and
other ecologically interacting populations, experience
(Laland, Odling‐Smee, & Feldman, In Press; Odling‐
Smee, Laland, & Feldman, 2003).

In this article, we are interested in both the specific
form of developmentally biased phenotypic variation that
arises from animal learning, and in its evolutionary
consequences. We suggest that the forms of bias that
result from learning are of relevance to the evolutionary
biology community because, (a) through learning,
animals tune their behavior to environments, including
novel environments, by selectively generating, retaining,
and refining adaptive behaviors more readily than
nonadaptive ones. Moreover, (b) these adaptive novel
phenotypic variants are commonly propagated to other
individuals, including nonrelatives, and across genera-
tions, through social learning. This social transmission of
behavior is a second source of bias toward the propaga-
tion of adaptive variants—evidence from diverse species
of animals demonstrates that the likelihood of social
transmission of novel learned knowledge and skills is
significantly higher for adaptive than for nonadaptive
behavioral variants. In addition, (c) learned and socially
transmitted behavior can bring about consistent changes
in the social and ecological environments, thereby
biasing the selective environment of both the learner
and of other species that experience modified conditions
(i.e., niche construction). We submit that by generating
and propagating novel phenotypes that are adaptive (i.e.,
nonrandom with respect to fitness), and modifying
selective environments in reliable ways, animal learning
biases the course of evolution. We go on to make further
distinctions between different types of developmental
bias manifest in, and resulting from, learning (Table 1).
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TABLE 1 Categories of developmental bias generated by learning, with examples (see text for details)

Category Examples

Adaptive bias • Reinforcement learning (Staddon, 2007)

Developmental variation biased toward adaptive outcomes • Adaptive filtering and biased cultural transmission (Enquist &
Ghirlanda, 2007; Rendell et al., 2010)

• Teaching behavior in ants, bees, meerkats, and pied babblers
(Hoppitt et al., 2008; Thornton & Raihani, 2010)

Historical bias • Rats avoid taste or smell of poisoned food, but are slow to learn
that a sound or light predicts illness (Garcia & Koelling, 1966).

Developmental variation biased by historical legacy (e.g.,
ancestral selection, or tradition)

• Lab‐reared rhesus monkeys learn a fear of snakes more
readily than a fear of arbitrary objects, after watching
conspecifics behaving fearfully (Mineka & Cook, 1988; but see
Stephenson, 1967).

• Raccoons could not be conditioned to pick up coins and
place them in a money box for a food reward (Breland &
Breland, 1961).

Origination bias • Juveniles of some migratory birds exhibit more route variation
than older individuals (Mueller et al., 2013; Oppel et al., 2015;
Vansteelant et al., 2017)

Developmental variation biased in its origination • The inventors of novel behavior are usually more likely to be
experienced individuals than youngsters in nonhuman primates
(Kendal et al., 2005; Reader & Laland, 2001), and more commonly
low‐ranking than dominants (Reader & Laland, 2001).

• Innovativeness of monkey species was predicted by their reliance
on extractive foraging (Kendal et al., 2005)

Transmission bias • Red‐winged blackbirds copy feeding conspecifics except
when they show an aversive reaction to food (Mason &
Reidinger, 1982).

Biased transmission of developmental variation, with some forms
being propagated more readily than others

• Bats unsuccessful at locating food alone follow successful bats to
feeding sites, using cues indicative of feeding, for example,
defecation (Wilkinson, 1992).

• Insects and birds copy the nest‐site decisions of successful
conspecifics and heterospecifics (Forsman & Seppänen, 2011;
Pasqualone & Davis, 2011; Sarin & Dukas, 2009; Seppänen
et al., 2011).

Variational bias • Culturally transmitted dietary traditions in killer whale have
favored population‐specific genes influencing morphology and
digestion (Foote et al., 2016; Hoelzel & Moura, 2016).

Developmental processes bias evolutionary processes through
generating some phenotypic forms more readily than others

• Mate choice copying influences sexual selection of male
traits (Gibson et al., 1991; Kirkpatrick & Dugatkin, 1994;
Nöbel et al., 2018).

• Reed warbler learning drives the evolution of plumage
patterns in cuckoos (Davies & Welbergen, 2009; Thorogood &
Davies, 2012).

Selective bias • Dairy farming created selection alleles for adult lactase
persistence (Gerbault et al., 2011)

Developmental processes bias evolutionary processes through
generating some environmental states more readily than others
(niche construction)

• Agricultural practices (e.g., cultivating yams) have
inadvertently promoted the spread of malaria in some
populations, leading to selection of the HbS allele which
confers resistance (Durham, 1991).

• The farming and consumption of starchy foods has favored high
copy number of AMY1, which facilitates the breakdown of the
excess starch in agricultural diets (Perry et al., 2007).
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2.2 | What is animal learning?

Learning is generally defined as a relatively permanent
change in behavior (or potential behavior) that results
from experience (Dickinson, 1980; Kirkpatrick & Hall,
2004; Rescorla, 1988). Central to definitions of learning
is the requirement that there must be a memory trace
of what has been learned, allowing the animal on
subsequent occasions to recall or do what they have
learned previously. Transient changes, such as reflexes,
do not qualify. Learning is usually inferred from
changes in observable behavior, but is not always
immediately manifest, and can be stored to influence
future performance.

There are many forms of learning (Kirkpatrick &
Hall, 2004; Staddon, 2016). Animals may learn about a
single event through habituation or sensitization, or
form associations between events, which includes
“classical” (a.k.a. “Pavlovian”) and “operant” (a.k.a.
“instrumental”) conditioning. The latter is of most
interest here, as it is thought to be the primary means
by which animals acquire behaviour (Staddon, 2016).
This kind of learning occurs through reinforcement,
in which positive or negative experiences provide
animals with a mechanism for the selection of
appropriate behavior. Actions that bring about posi-
tive consequences (e.g., finding food, avoiding danger)
are more likely to be performed in the future, while
those with negative consequences (causing pain,
missing out on reward) become less likely. Such
actions occur in a particular context, or in response to
a particular cue, and the learning that takes place is
described as “associative” because the animal learns
to produce the action in response to the cue (i.e.,
stimulus–response learning) or else learns that the
action has a particular consequence (i.e., response–r-
einforcement learning).

That animals learn through operant conditioning
has been known for a long time (Thorndike, 1898) and
has been demonstrated in so many species, including
countless invertebrates, that it is commonly regarded
as virtually universal across animals. Skinner (1938)
stressed three general features of animal learning:
(a) animals are frequently active, and hence are
continuously emitting behavior; (b) these emitted
behavior patterns frequently have consequences that
influence the frequency with which the behavior is
repeated in the future; and (c) the effects of the
consequences are influenced by the animal’s motiva-
tional state, as well as by the physical and social
environment. The first of these is rarely emphasized,
but important. Learned behavior is often the result of
an exploratory search conducted over multiple trials,

through which individuals hone their behavior to
exploit their environment. This exploratory compo-
nent to learning is significant, because it generates
behavioral flexibility and variability. There is see-
mingly no end to the associations that many animals
could form.

In their natural environment, animals frequently
learn from other individuals. In this manner, animals
rapidly acquire skills and functional information
concerning what to eat, where to find it, how to
process it, pathways to take through their environ-
ment, what a predator looks like, how to escape the
predator, calls, songs, and more (Hoppitt & Laland,
2013). Social learning is defined as learning that is
facilitated by observation of, or interaction with,
another individual or its products (Heyes, 1994;
Hoppitt & Laland, 2013). It is also widespread among
animals, including invertebrates, and even in species
described as “solitary” (Wilkinson, Kuenstner, Muel-
ler, & Huber, 2010). Theoretical analyses and experi-
mental studies both strongly suggest that social
learning is more efficient than individuals learning
alone, for instance, through trial‐and‐error (Hoppitt &
Laland, 2013; Rendell et al., 2010). That is because
when animals learn socially, the aforementioned
“exploratory search” is effectively expanded to en-
compass the trials and associated experiences of
multiple individuals. Social learning is particularly
valuable in helping animals to solve difficult problems
where the optimal action is one of many possible
actions, or when a long sequence of actions is required
to be performed in the correct order to elicit the
reward (Whalen, Cownden, & Laland, 2015). If
finding the optimal behavior is like searching for a
needle in a haystack, then learning is as if someone
tells you when you are getting close (Hinton &
Nowlan, 1987; Smith, 1987); social learning is when
someone actually shows you where to look.

Social learning occurs throughout the lifespan, and
from many different individuals, and thereby allows for
the propagation of phenotypic variants among unrelated
individuals, often within timespans significantly shorter
than a generation (e.g., social transmission of predator
recognition in minnows, Pimephales promelas; Chivers &
Smith, 1995; socially learned mating preferences in
grouse, Centrocercus urophasianus; Gibson, Bradbury, &
Vehrencamp, 1991). Socially transmitted activities (e.g.,
foraging) can modify ecological circumstances, some-
times in ways that feed back to impact natural selection
(niche construction). Social learning generates an addi-
tional mechanism of inheritance operating parallel to
genes “cultural inheritance”) (Hoppitt & Laland, 2013;
Whiten, Ayala, Feldman, & Laland, 2017).
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3 | BIASES IN PHENOTYPIC
VARIATION ARISING FROM
ANIMAL LEARNING

This section focuses on developmentally biased pheno-
typic variation resulting from animal learning.

3.1 | Biases arising from individual
learning

Experimental research in a very large number of species
of animals provides compelling evidence that learning
typically increases the rate of reinforcement, and
reduces the rate of punishment, experienced by animals
(Dickinson, 1980; Kamil, 1983; Kirkpatrick & Hall, 2004;
Staddon, 2007, 2016). Faced with multiple potential food
sites, an animal will typically sample the alternatives and
choose the option yielding the highest return. The
decision made, the amount of sampling, the number of
times the animal performs the action (e.g., if on a “fixed‐
reinforcement schedule”), the timing of the performance
(e.g., when on an “interval schedule”), and other
parameters, have all been reliably shown to improve
over trials with relevant experience (Dickinson, 1980;
Kamil, 1983; Kirkpatrick & Hall, 2004; Krebs, Kacelnik,
& Taylor, 1978; Staddon, 2016). Similar findings apply to
learning to avoid threats.

This kind of associative learning is widespread and
has general properties that allow animals to learn about
the causal relationships among a wide variety of events
(Dickinson, 1980; Mackintosh, 1974). Learning can
occur through quite simple rules. One example is the
theory known as the Rescorla–Wagner rule, which
describes updates in knowledge as a linear combination
of current knowledge and new information. It has
proved useful in explaining the results of experiments as
diverse as foraging in honeybees, avoidance condition-
ing in goldfish, and inferential reasoning in humans
(Rescorla & Wagner, 1972).

Thirty years ago, inspired by optimal foraging theory
(Stephens & Krebs, 1986), there was extensive theoretical
interest in the idea that learned behavior might maximize
the rate of reinforcement, and thereby generate optimal
behavior (Kamil, 1983; Staddon, 2007). That particular
research agenda met only partial success (Staddon, 2007):
animals were found to learn optimally only under
restricted conditions, with their behavior often following
mechanical rules that seemingly evolved to produce
close‐to‐optimal behavior only under natural conditions
encountered by the species during its evolutionary
history. Yet this does not undermine the general
conclusion that the learned behavior of animals is
typically adaptive, and that reinforcement learning

generally shifts behavior toward the optimum. Learning
is adaptive precisely because animals have been fash-
ioned by evolution actively to seek out high‐fitness
behavioral outcomes, and to forestall activities that
might negatively impact their survival and reproduction
(Pulliam & Dunford, 1980; Staddon, 2016).

Skinner’s (1953) bold claim that “reinforcement
shapes behavior as a sculptor shapes a lump of clay”
somewhat exaggerates the power of reward and
punishment to influence behavior. In practice, evolved
predispositions bias what learning takes place (a.k.a.
“constraints on learning”; Hinde & Stephenson‐Hinde,
1973). Garcia and Koelling (1966) famously gave rats food
and then radiation that made them sick. The rats tended
subsequently to avoid food with that taste or smell,
but struggled to learn an association between other
characteristics of the food and sickness, and were
extremely slow to learn that a sound or light predicts
illness. From an evolutionary perspective, this makes
sense, as sickness generally results from eating rather
than from noises or lights and taste is a reliable indicator
of a food’s nature. Likewise, Mineka and Cook (1988)
demonstrated that laboratory‐reared, juvenile rhesus
monkeys exhibit fear responses to snakes only after
watching adults respond fearfully to snakes. The mon-
keys failed to acquire fear responses to either a toy
rabbit or flowers after watching video sequences of
conspecifics appearing to behave fearfully toward them,
but such video presentations were sufficient to induce
fear of snake‐like stimuli. Interestingly, an earlier
study had found that these monkeys could be socially
conditioned to fear other arbitrary stimuli (kitchen
utensils) (Stephenson, 1967). A similar study of black-
birds, which learn to recognize predators through
attending to the mobbing behavior of conspecifics, also
found that they could be conditioned to acquire a fear of
arbitrary objects, in this case, plastic bottles, in this
manner (Curio, 1988; Vieth, Curio, & Ernst, 1980).
Seemingly, the monkeys have evolved a perceptual bias
that enhances the salience of snake‐shaped stimuli,
making it easier for them to learn about snakes than
flowerpots, but not precluding their acquiring fears of
novel stimuli through observational conditioning. In
comparison, the blackbirds do not yet seem to have
evolved this kind of perceptual bias. The adaptive value
of an observational‐conditioning mechanism, whereby
animals learn to be fearful of objects or events that
conspecifics fear, is easy to envisage. Sensitivity to
persistent threats (e.g., snakes, in the case of monkeys)
can be heightened through natural selection upregulating
the salience of such stimuli, yet the general observa-
tional‐conditioning mechanism allows the animal to
learn about novel threats with rapidity and flexibility.

130 | LALAND ET AL.



These data suggest that learned behavior is neither
always optimal, nor infinitely malleable through reinfor-
cement. Animal learning typically begins with an
exploratory search or sampling procedure, and the initial
trials may not be biased toward adaptive decisions (e.g.,
in which direction to search of food, or which food patch
to try first). However, after a small number of trials the
animal’s behavior will adjust to the patterns of reinforce-
ment encountered. The final form of the behavior, after
repeated trials, is generally highly adaptive (foraging
efficiency is enhanced, the best food patch is selected,
dangers are avoided, and so forth) (Staddon, 2016). This
generic shift toward adaptive or optimal behavior as a
consequence of reinforcement learning we label here an
adaptive bias (see Table 1).

Learning may generally be adaptive but it is not
universally optimal. Evolved predispositions themselves
bias the learning process, a phenomenon that we refer to
as an historical bias (see Table 1). Seemingly, animals
have been tuned by their evolutionary history to form
some associations more readily than others, or to perform
particular actions in particular contexts. Apparently,
ancestral natural selection has fashioned dedicated
learning predispositions or motivational priorities
tailored to the particular ecological circumstances of
each species. However, the generality of the observed
mechanisms of learning imply that the observed species‐
specificity is better regarded as selection tinkering
with a general system than as selection constructing an
independent set of species‐specific learning processes
(Bolhuis & MacPhail, 2001). What an animal learns may
vary adaptively between species, but how animals learn
appears to be broadly similar across diverse taxa
(Shettleworth, 2000).

Nonetheless, the aforementioned literature also makes
it clear that historical biases exert a probabilistic influence
on learning and are rarely hard or prohibitive con-
straints. This is because learning by definition results
from historically contingent experiences, which often
depend on complex interactions between many environ-
mental factors. For example, why an animal learns to
forage on one specific food type instead of another may
be because of the idiosyncratic sequence of food items it
encountered during earlier decision‐making episodes.
Such contingencies could not have been predicted at the
outset of its development because of chance events
experienced, the recursive interactions between learning
on many environmental factors, and decision‐making
based upon the knowledge of other individuals in the
local environment. This contrasts with many other
sources of phenotypic plasticity that can more satisfacto-
rily be characterized as reaction norms to an environ-
mental factor (but see Sultan, 2019). On the one hand,

this means that the existence of evolutionary biases on
learning cannot always prevent the coincidental devel-
opment of nonadaptive behavior, even under normal
environmental conditions. On the other hand, it means
that evolutionary biases do not preclude the acquisition
of entirely novel and yet adaptively biased behavior, one
consequence of which is that learning is a major source of
behavioral innovation.

Through learning, for instance, how to discover and
exploit new foods, or devising novel means to escape or
avoid a threat, animals can introduce new behavior into the
population’s repertoire. Such instances are labeled beha-
vioral innovations, defined by Reader and Laland, (2003, p.
14) as new or modified learned behavior not previously found
in the population. Innovations are novel functional solutions
tailored to new challenges or hitherto unexploited oppor-
tunities. Not all cases of learning result in innovation, since
animals frequently learn associations that other members of
their population have learned previously. However, beha-
vioral innovation, as currently generally understood,
requires learning, since otherwise innovation could not be
distinguished from exploration, or from any idiosyncratic or
accidental behavior (Reader & Laland, 2003). Learned
behavioral innovation is now extensively documented in
animals (Lefebvre, Whittle, Lascaris, & Finkelstein, 1997;
Reader & Laland, 2003; Reader, Flynn, Morand‐Ferron, &
Laland, 2016). Examples include killdeer feeding on live
frogs (a novel food item; Schardien & Jackson, 1982),
Northwestern crows fishing for sand eels by digging in the
sand at low tide (i.e., inventing novel foraging technique;
Robinette & Ha, 1997), and New Caledonian crows crafting
hooked tools for foraging (e.g., devising novel tools; St Clair
et al., 2018). Learned behavioral innovations are thus novel
phenotypes—traits not previously observed in the lineage.
However, while analogous to genetic mutation in the
respect that they introduce novel variation, as the above
examples highlight, behavioral innovations are usually not
random but exhibit an adaptive bias (Snell‐Rood, Kobiela,
Sikkink, & Shepherd, 2018).

Innovations may also exhibit historical biases. Perhaps
the most famous example of an animal innovation is the
invention of the habit of washing sweet potatoes in
water by Japanese macaques (Kawai, 1965). Subsequent
research established that food washing is common in
several species of macaques, which means that this
particular innovation involved the application of an
established behavior to a novel food (Reader & Laland,
2003). In fact, many animal innovations fall into this
category of established behavior applied in a novel
context, or to a novel stimulus (Reader & Laland, 2003;
Reader et al., 2016). Behavioural innovation through
learning commonly allows the generalization or new
application of a behavioral phenotype to novel
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environments or contexts, as well as the de novo
invention of novel solutions. There is a lot of interest
currently in whether organisms adapt to the rapidly
changing world, and the role that plasticity plays in this
(Fox, Donelson, Schunter, Ravasi, & Gaitán‐Espitia, 2019;
Snell‐Rood et al., 2018), but few articles in a recent
special edition on this topic (Fox et al., 2019) even
mention learning. Nonetheless, this community have
stressed how the processes of plasticity and adaptation,
traditionally considered independently of each other,
need to be viewed synergistically (Fox et al., 2019).
Greater attention to how animals adjust to novel
environments through learning is surely merited.

Additionally, unlike genetic mutations, which gener-
ally occur equally likely across all members of the
population, behavioral innovations may be significantly
more likely to arise among particular classes of indivi-
duals in the population. For instance, inexperienced
individuals may be more likely to try novel behaviors, as
in several large migratory bird species where juveniles
exhibit more variation in migratory routes than older
individuals (Mueller, O’Hara, Converse, Urbanek, &
Fagan, 2013; Oppel et al., 2015; Vansteelant, Kekkonen,
& Byholm, 2017), particularly when there are few
experienced adults in the population (Mueller et al.,
2013; Oppel et al., 2015). Although juveniles suffer from
higher mortality, they are thought to be more likely to
discover novel adaptive routes. Conversely, among
nonhuman primates, the inventors of novel behavior
are usually more likely to be older, experienced
individuals than youngsters (Kendal, Coe, & Laland,
2005; Reader & Laland, 2001), and more commonly low‐
ranking than dominants (Reader & Laland, 2001). We
characterize these patterns as manifestations of another
type of developmental bias, which we call an origination
bias, since they exhibit a bias in where the innovation
will originate (see Table 1).

3.2 | Biases arising from social learning

Animals frequently acquire knowledge and skills from
conspecifics and heterospecifics, including adopting
innovations devised by others. Here, the mechanism of
transmission can influence the frequency of phenotypic
variants in the next generation. This contrasts with the
genetic inheritance system that follows the Hardy–Wein-
berg principle, implying that the mechanism of genetic
transmission does not by itself cause changes in allele
frequencies and, by implication, the frequency distribu-
tion of phenotypes. There are many mechanisms that
cause exceptions to this principle, such as interspecies
hybridization and the presence of standing genetic
variation. This is important for evolution, because these

processes can bias novel phenotypic variation toward
adaptive variants (e.g., Lai et al., 2019; Rieseberg et al.,
2003; Seehausen, 2004). Social learning is rarely con-
sidered in this context, perhaps because it is not expected
to cause differences between alleles in the probability
that they are being passed on to the offspring; it
nonetheless clearly does affect the frequency distribution
of phenotypes, and typically will do so in adaptive ways.
Moreover, it also provides a mechanism for the inheri-
tance of these phenotypes across generations.

Typically, animals do not copy at random, nor at all
conceivable opportunities, nor simply copy the first
individual that they see (Coussi‐Korbel & Fragaszy,
1995; Laland, 2004). Rather, animals copy highly
selectively, deploying social learning strategies, which
are transmission biases in copying (Boyd & Richerson,
1985; Henrich & McElreath, 2003; see Table 1). There are
well‐documented tendencies of animals to copy success-
ful individuals and high‐payoff behaviour preferentially,
to conform to the majority behavior (known to be
adaptive in spatially variable environments; Boyd &
Richerson, 1985), and also to copy more when uncertain
or when learning asocially would be costly or difficult
(Kendal et al., 2018; Laland, 2004; Rendell et al., 2011).
Strategic copying is a general feature of animal social
learning, while random copying is a comparatively rare
special case (Hoppitt & Laland, 2013). Almost all animal
(including human) social learning is subject to a
transmission bias.

Extensive experimental evidence has accumulated
showing that animals exhibit a range of nonrandom
copying strategies, often causing a transmission bias
toward the more adaptive trait variants (Kendal et al.,
2018; Rendell et al., 2011). A prime example is success‐
biased copying. For instance, red knots are more likely
to join groups of foraging conspecifics that are success-
ful at obtaining food (Bijleveld, van Gils, Jouta, &
Piersma, 2015), while red‐winged blackbirds copy
feeding conspecifics except when they exhibit an
aversive reaction to the food (Mason & Reidinger,
1982). Animals may also have a copying bias toward
demonstrators that are more likely to be successful. For
example, young female guppies have a preference for
older over younger female models during mate‐choice
copying (Amlacher & Dugatkin, 2005). Similarly, nine‐
spined sticklebacks can monitor the foraging success of
other fish through observation and subsequently select
the richer of the alternative food patches, a mechanism
that allows them to converge on the optimum (Coolen,
Bergen, Day, & Laland, 2003; Kendal, Rendell, Pike, &
Laland, 2009). Whether animals copy, and whom they
copy, can depend on their relative state of knowledge.
For example, less‐experienced pigeons are more likely to
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follow more‐experienced pigeons than vice versa (Flack,
Pettit, Freeman, Guilford, & Biro, 2012). Bats that are
unsuccessful at locating food alone follow previously
successful bats to feeding sites, using cues indicative of
recent feeding, such as defecation (Wilkinson, 1992).
Insects and birds too are known to copy the nest‐site
decisions of successful conspecifics and heterospecifics
(Forsman & Seppänen, 2011; Pasqualone & Davis, 2011;
Sarin & Dukas, 2009; Seppänen, Forsman, Mönkkönen,
Krams, & Salmi, 2011). One consequence of the
existence of these transmission biases is that learned
information does not spread randomly, but along
specified (i.e., biased) pathways.

A second source of transmission bias in social learning
stems from the fact that the learned traits an individual
exhibits (unlike the individual’s genes) are modified
during the course of its development through experience.
The net consequence is that the set of behavior patterns
performed, and hence available to other individuals to
copy, is not a random set but rather a biased set of high‐
performance, high‐payoff behaviors. This mechanism
leads to “adaptive filtering” (Enquist & Ghirlanda,
2007), and a transmission bias to propagate adaptive
knowledge. This adaptive bias associated with socially
learned information was demonstrated by Rendell et al.
(2010), who found that social learning was highly
adaptive under normal circumstances, where demonstra-
tors chose to perform the highest‐payoff option in their
repertoire. But when the adaptive filtering of demonstra-
tors was artificially switched off, such that demonstrators
drew from their repertoire at random, social learning was
no longer advantageous.

Teaching (i.e., behavior that functions to facilitate
learning in another individual; Hoppitt et al., 2008;
Thornton & Raihani, 2010) is a third source of transmis-
sion bias. While social learning is widespread among
animals, teaching is rarer. Nonetheless, there is evidence
for teaching in a small number of species, including some
ants, bees, birds, and meerkats, with other plausible but
not yet experimentally demonstrated cases (Hoppitt et al.,
2008). Theory shows that it is only worth investing in
teaching (by definition, a costly means of information
donation) if the adaptive advantage of the trait is large
(Fogarty, Strimling, & Laland, 2011). This conclusion is
supported by experimental data. For example, honeybees
actively communicate potential nesting sites to the
colony in autumn, but only after they have decided that
the nesting site is of appropriate quality (Seeley, 1977;
Seeley & Buhrman, 2001). As a consequence, the more
adaptive behavioral choice is more readily transmitted
through the colony.

Transmission biases on the part of the receiver,
adaptive filtering by the information transmitter, and

teaching combine to reinforce the adaptive bias generated
through asocial learning. They ensure that “good
information” (supporting fitness‐enhancing behavior) is
far more likely to be propagated than “bad information.”
Social learning is applied flexibly, encompassing learning
from both conspecifics and heterospecifics, which means
that animals are not restricted to learning solely about
those environmental features previously encountered by
their lineage (e.g., established predators or foods).
Animals can also learn about entirely novel stimuli or
events, and devise appropriate responses to them (e.g.,
birds learn to evade a novel predator; Davies &
Welbergen, 2009; Thorogood & Davies, 2012). In addi-
tion, learning can also generate opportunities for
phenotypic change in the absence of any immediate
environmental change or stressor (such as when orangu-
tans, Pongo pygmaeus, proactively devise new food‐
processing techniques, social learning allows others to
access hitherto‐unexploited foods, in this case palm
heart; Russon, 2003). Thus, through learning, animals
can generate adaptive responses to conditions without
the prior evolution of dedicated traits with suitable
reaction norms.

Various biases in the distribution of phenotypic
variation that result from animal learning are summar-
ized in Table 1, together with illustrative examples. These
terms are neither mutually exclusive (for instance,
historical, origin, and transmission biases will also often
be adaptive) nor is our classification designed to be
exhaustive (plausibly, biases may exist that do not fit any
of the categories in Table 1).

4 | THE EVOLUTIONARY
CONSEQUENCES OF BIASED
VARIATION ARISING THROUGH
LEARNING

Thus far, our focus has been on the learning processes
responsible for the generation of biased phenotypic
variation. In this section, we move on to consider the
evolutionary consequences of biased variation arising
through learning. We show that the production of
nonrandom phenotypic through animal learning causes
biases in the rate, dynamics, and pattern of evolution
(i.e., triggers developmentally biased evolutionary pro-
cesses). In fact, learning can influence evolutionary
processes in at least two separate ways: either through
generating some phenotypic forms more readily than
others (a variational bias) or through generating some
environmental states more readily than others
(a selective bias, a.k.a. “niche construction”).
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4.1 | Learning affects evolutionary rates

Theoretical work has established that learning can
both speed up and slow down genetic evolution (Ancel,
2000; Borenstein, Meilijson, & Ruppin, 2006; Boyd &
Richerson, 1985; Cavalli‐Sforza & Feldman, 1981),
consistent with the role of phenotypic plasticity in both
driving and inhibiting genetic evolution (e.g., Chevin,
Lande, & Mace, 2010; Edelaar, Jovani, & Gomez‐Mestre,
2017; Ghalambor, McKay, Carroll, & Reznick, 2007;
Price, Qvarnström, & Irwin, 2003). Learning has an
advantageous effect on adaptation in relatively quickly
changing environments, allowing individuals to accli-
mate to changes that cannot be tracked by selection of
genes (Aoki & Feldman, 2014; Boyd & Richerson, 1985;
Cavalli‐Sforza & Feldman, 1981; Todd, 1991). The
benefits of learning in stationary or slowly changing
environments are more complex. Hinton and Nowlan
(1987) suggested that learning could accelerate evolution
in a static environment by helping genotypes to locate
otherwise difficult‐to‐find fitness peaks. However, learn-
ing can also weaken selection by reducing phenotypic
differences between genotypes (Ancel, 2000; Anderson,
1995; Frank, 2011). These seemingly conflicting results
follow from different theoretical assumptions (Borenstein
et al., 2006; Frank, 2011; Paenke, Sendhoff, & Kawecki,
2007). The emerging consensus is that individual learn-
ing typically slows evolution in static unimodal fitness
landscapes, but typically accelerates evolution in
dynamic or static multimodal fitness landscapes. In the
latter case, the existence of multiple optima usually slows
down evolution as populations get trapped on suboptimal
fitness peaks. By generating adaptive variation and
thereby smoothing the fitness landscape, learning
increases the likelihood of a directly increasing path of
fitness to the global optimum (Borenstein et al., 2006;
Frank, 2011; Mills & Watson, 2006).

4.2 | Learning can generate “plasticity
first” evolution

The “plasticity first hypothesis” is “a mechanism of
adaptive evolution in which environmental perturbation
leads, via phenotypic plasticity, to … a novel develop-
mental variant (i.e., trait) that … is subsequently refined
through “genetic accommodation”” (Levis & Pfennig,
2016, p. 564). Here, “genetic accommodation” means the
refinement or stabilization of the trait through selection
of underlying genetic variation. Where learning
accelerates evolution, phenotypic change (a.k.a. “pheno-
typic accommodation”) precedes, and then facilitates,
genetic adaptation by modifying selection on genetic
variation (Levis & Pfennig, 2016; West‐Eberhard, 2003).

Conversely, when sources of learning are reliably present
(e.g., the availability of a parent when a chick hatches),
social learning can buffer selection on genetic variation
that would otherwise lead to genetic adaptation, as
selection cannot favor a trait that compensates for the
loss of developmental input that is reliably present
(Griffiths, 2002). However, in many cases this buffering
will not be perfect, and hence will not preclude selection
of alleles that increase the probability of producing, or the
performance of, the learned phenotype, a form of genetic
accommodation known as “genetic assimilation”
(West‐Eberhard, 2003). Indeed, (particularly stochastic)
learning can facilitate genetic adaptation through produ-
cing adaptively biased phenotypic variation that changes
the selection on genotypes (Borenstein et al., 2006).

There is empirical evidence that learning can generate
plasticity first evolution (Whitehead, Laland, Rendell,
Thorogood, & Whiten, 2019). For instance, killer whale
(Orcinus orca) populations exhibit culturally transmitted
specializations on particular prey resources (e.g., fish,
dolphins, pinnipeds). These dietary traditions have
favored population‐specific genes influencing morphol-
ogy and digestion, giving rise to different killer whale
“ecotypes” (Foote et al., 2016; Hoelzel & Moura, 2016).
Population‐genomic studies confirm that these lineages
have diverged genetically, and that functional genes
associated with digestion differ between ecotypes, sug-
gesting that this is an instance of genetic assimilation
(Foote et al., 2016; Hoelzel & Moura, 2016). Seemingly,
the ecotypes arose through culturally mediated speciali-
zation in matrilineal groups, which later developed
reproductive barriers (Riesch, Barrett‐Lennard, Ellis,
Ford, & Deecke, 2012). Here, learning and social
transmission appears to have triggered the evolution of
multiple lineages considered to be undergoing speciation,
influencing the direction of adaptive evolution.

Social learning can also trigger genetic adaptation in
other traits (Whitehead et al., 2019). For instance, in
some fruit flies, fishes, birds, and mammals, the choice of
mating partner is influenced by the mate‐choice decisions
of other individuals (mate‐choice copying). This propa-
gates mating preferences over short periods, such as a
season, yet experimental data and population‐genetic
models demonstrate that it can strongly influence the
sexual selection of male traits (Gibson et al., 1991;
Kirkpatrick & Dugatkin, 1994; Nöbel, Allain, Isabel, &
Danchin, 2018). Birdsong provides another illustration of
how animal culture can be consequential for genetic
evolution, affecting patterns of migration and assortative
mating, and facilitating speciation (Beltman, Haccou, &
Ten Cate, 2003; Lachlan & Slater, 1999). There is
evidence for reed warbler learning driving the evolution
of plumage patterns in cuckoos (Davies & Welbergen,
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2009; Thorogood & Davies, 2012), and for social learning
reducing genetic diversity in socially structured whale
populations (Whitehead, 1998). Finally, extensive em-
pirical evidence now implicates learning in mate choice,
sexual selection, and reproductive isolation, where
experimental studies clearly show that learning imposes
biases on signal evolution (ten Cate & Rowe, 2007;
Verziijden et al., 2012). Hence, the theoretical expectation
of genetic accommodation and genetic assimilation in
response to animal learning is supported by a small and
growing number of studies.

In these examples, learning is not just changing the
rate of evolution but codirecting the outcome. It was the
culturally transmitted dietary tradition of each killer
whale population that caused the natural selection of
genes for a morphology and digestive physiology that
matches their learned dietary habits. Similar points can
be made with respect to the mate choice, bird song, and
plumage evolution examples.

Learning can also modify natural selection and trigger
plasticity first evolution through bringing about physical
changes in environments, or through learned habitat
choice. Over the past 50,000 years, humans have spread
from Africa around the globe, begun to exploit agricul-
ture, witnessed rapid increases in densities as a direct
consequence, domesticated hundreds of species of plants
and animals and, by keeping animals, experienced a new
proximity to animal pathogens. Each of these events
represents a major transformation in human selection
pressures, recognized though substantive genetic change
in human populations, and each is a self‐induced change
in environmental conditions (Laland, Odling‐Smee, &
Myles, 2010). Humans have modified selection through
their learning and culture, for instance by dispersing into
new environments with different climatic regimes, by
devising agricultural practices or domesticating livestock,
and causing extinctions and dramatic shifts in commu-
nity structure (Boivin et al., 2016). It is now well‐
established that dairy farming created the selection
pressure that led to the spread of alleles for adult lactase
persistence (Gerbault et al., 2011). Similarly, agricultural
practices, such as cultivating yams, appear to have
inadvertently promoted the spread of malaria in some
West African populations, leading to the selection of the
HbS allele which confers some resistance to malaria in
the heterozygote form, but leads to sickle‐cell anaemia in
homozygotes (Durham, 1991). The same practices appear
also to have favored high copy number of the salivary
amylase (AMY1) gene that facilitate the breakdown of
the excess starch in agricultural diets (Perry et al., 2007).
Again, such examples illustrate how learning can affect
evolutionary outcomes, and not just rates. Producing and
consuming milk and alcohol has selected for alleles for

adult lactose absorption and alcohol dehydrogenase,
while the agricultural practices that led to greater
consumption of starch, protein, lipids, and phosphate
have selected for alleles that metabolize these foods
(Laland et al., 2010). Given that both niche construction
and learning are ubiquitous in animals, it would seem
highly likely that the learned environmental modification
of other animals has similar consequences, although
well‐researched examples are rare.

Learned human activities are also driving evolutionary
responses in other animals. Recent studies have demon-
strated strong phenotypic changes in organisms in
response to urban and other anthropogenic environ-
ments, ranging from supplemental feeding affecting beak
shape in garden birds, to earthworms and insects
evolving tolerance of pollutants (Alberti, 2015; Alberti
et al., 2017; Palkovacs, Kinnison, Correa, Dalton, &
Hendry, 2012; Sullivan, Bird, & Perry, 2017). Anthro-
pogenic change studies suggest plasticity is important to
evolutionary responses (Fox et al., 2019; Snell‐Rood et al.,
2018), and the field could benefit from greater considera-
tion of the role played by animal learning in these
adaptive responses.

4.3 | Learning can generate
“adaptation” without natural selection

It is often claimed that natural selection is the only
process that can systematically lead to increments in
fitness across generations, but adaptive evolution can also
result from phenotypic plasticity, habitat choice, and
niche construction (Edelaar & Bolnick, 2019). This is an
important point, since it is widely, and mistakenly,
believed that incremental improvements in a trait over
generations, with corresponding enhancements in fit-
ness, can only arise through the natural selection of
genetic variation.

Experimental evidence reveals that social learning
(a form of adaptive phenotypic plasticity) can cause
offspring fitness to be higher than that of their parents,
even in novel habitats. This is, at least to some extent,
recognized for humans where, for example, agricultural
advances (irrigation methods, fertilizers, breeding pro-
grams, insecticides, etc.) have repeatedly underpinned
population growth (i.e., increased absolute fitness).
However, evidence is starting to emerge for similar
processes operating in other animals. For instance,
Jesmer et al. (2018) showed that bighorn sheep and
moose adjust to novel environments in the course of
several generations, through a process of learning and
cultural transmission. These animals generally migrate
through exploiting the high‐quality forage manifest in
“green‐wave surfing” (van der Graaf, Stahl, Klimkowska,

LALAND ET AL. | 135



Bakker, & Drent, 2006), which requires possessing the
requisite knowledge of where and when to find high‐
quality food; a typical needle‐in‐a‐haystack problem. The
study shows that after translocation to a novel environ-
ment, the animals do not show their typical migratory
behavior. Apparently, past natural selection did not
enable individuals to find the optimal foraging strategy
in a single lifetime. Rather, the study shows an iterative
increase over generations in the fraction of translocated
populations that migrate, and that—due to these move-
ments—their whereabouts increasingly overlaps with the
phenology of suitable habitat. The bighorn sheep acquire
and accumulate this “adaptation” to a novel habitat not
through natural selection of genes, but through learning.
Seemingly, individual learning allows each generation to
exploit high‐quality forage more effectively than their
parental generation, and social learning allows these
iterative improvements to be transmitted to the rest of the
group, including the next generation. Here improvements
in the adaptive fit between individuals and their
environment accumulate over generations.

The seminatural experiment of translocated sheep is
unique in its temporal and spatial scale, but similar
processes likely operate widely. Sasaki and Biro (2017)
demonstrate the process of incremental increase in
movement efficiency (which in the wild should correlate
with fitness) among gps‐tagged homing pigeons, which
arises through “cumulative culture.” Similarly, stickle-
backs have been found to exhibit a hill‐climbing learning
strategy of selectively adopting the food‐patch choices of
fish more successful than them (Coolen et al., 2003;
Kendal et al., 2009). While these studies do not
demonstrate increases in fitness across generations, they
do show that adaptive phenotypic plasticity mechanisms
exist that mimic “adaptation” without the natural
selection of genetic variation.

The evolutionary relevance of such mechanisms will
not go unnoticed to those familiar with the Price
equation. In addition to the selective term, the Price
equation contains a term that captures whether the next
offspring systematically differ from their parents, which
can be rendered positive by adaptive phenotypic plasticity
(Edelaar & Bolnick, 2019). Many open questions remain
as to the extent of such phenomena among different taxa
and in the wild, but there can be little doubt that they
have far‐reaching consequences for evolution (Berdahl
et al., 2018; Brakes et al., 2019; Edelaar & Bolnick, 2019).

4.4 | Learning can help explain the
existence of maladaptation

Without gainsaying the general conclusion that learning
typically generates adaptive phenotypic variation, there

are restricted and reasonably well‐understood circum-
stances in which learning can generate, propagate, and
maintain maladaptive behavior. It is commonly assumed
that natural selection will shape organisms to reflect
environmental conditions, but cultural transmission can
allow animal behavior to become partially disconnected
from their environments. For instance, Bluehead wrasse
Thalassoma bifasciatum mating sites cannot be predicted
from knowledge of environmental resource distributions
(Warner, 1988, 1990). Rather, removal and replacement
experiments demonstrate that mating sites are main-
tained as traditions, with young fish and newcomers
adopting the mating sites of residents (similar findings
are observed in French grunts; Helfman & Schultz, 1984).
Under restricted circumstances arbitrary and even
maladaptive information can spread, or initially‐but‐no‐
longer‐adaptive traits can be preserved (Richerson &
Boyd, 2005). Traditions are maintained as Nash equili-
bria, in which it rarely pays any individual to abandon
the tradition unilaterally; each is forced to do what others
are doing, leaving populations locked into conventions
that track changing environments only slowly. In animals
that aggregate for protection, like shoaling fishes, taking
the same route as others to a resource, such as a food site,
offers fitness benefits even when the route is suboptimal,
since going it alone is dangerous (Laland & Williams,
1998). This behavior, and other conformist tendencies
(Day, MacDonald, Brown, Laland, & Reader, 2001), help
explain the traditions observed in natural fish popula-
tions. In the case of the wrasse, initially adaptive
pathways were rendered suboptimal by environmental
change, but the population remained locked into a
difficult‐to‐change convention. Another case is informa-
tional cascades, where individuals base behavioral
decisions on prior decisions of others (Giraldeau, Valone,
& Templeton, 2002). For instance, among lekking sage
grouse C. urophasianus, the decisions of females using
social information to decide with whom to mate were less
closely correlated with male traits indicating quality than
were the decisions of females making their own
judgments about males (Gibson et al., 1991). These
instances are a form of historical bias, although distinct
from genetically evolved biases.

Theoretical studies suggest further ways by which
learning can generate maladaptation. As described
above, reinforcement learning typically comprises an
exploratory search (information gathering) followed by
decision‐making (information exploitation). However,
the two stages are not mutually exclusive: rather
reinforcement learning often entails both processes
operating simultaneously, or in repeated sequence,
allowing animals to gain information from a decision‐
making experience and to refine their decision in light
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of updated knowledge, in an iterative manner (Sutton &
Barto, 1998). As a consequence, biases in decision‐
making can bias the acquisition of knowledge, and vice‐
versa (Hertwig & Erev, 2009; March, 1996). This
sequential, path‐dependent nature of animal learning
can be a crucial determinant of the behavior manifest in
the population. For instance, March (1996) demon-
strated formally how animal learning could lead to risk‐
averse behavior when its expected reward was lower
than a risky alternative. Animals must strike a balance
between exploration and exploitation, which typically
leads them to reduce the rate of sampling of apparently
inferior options. As a result, risky alternatives, which
usually give a poor reward but occasionally give a very
good reward, are interpreted as worse than they actually
are, leading individuals to over‐exploit safe alternatives
(Denrell, 2007; March, 1996; empirical examples of
learning‐induced risk aversion are reviewed in Weber,
Shafir, & Blais, 2004, while similar “peak shift”
phenomena are described by ten Cate & Rowe, 2007).
Outside of humans, cases of the cultural transmission or
maintenance of maladaptive behavior appear rare: more
commonly, social learning strategies allow individuals
to revisit superior options, even despite repeated
personal failures, circumventing potentially maladap-
tive risk aversion (Arbilly, Motro, Feldman, & Lotem,
2011; Rendell et al., 2010).

5 | CONCLUSIONS

Developmental biases remain contentious in evolution-
ary biology, in part because of the claim that develop-
mental processes may impose direction on adaptive
evolution and/or account for adaptation—a claim that
ostensibly challenges the widespread belief that natural
selection does all of the explanatory work in accounting
for adaptive evolution (Arthur, 2004; Brakefield, 2006;
Laland et al., 2015; Smith et al., 1985; Uller et al., 2018).
Given that developmental processes themselves evolve,
it is perhaps tempting to respond to such claims by
regarding the bias as itself a product of natural selection,
a stance that might (at least in some researcher’s eyes)
restore natural selection’s privileged status. However, at
least in the case of developmental biases that result from
learning, such a response appears inadequate.

While the general capacity to learn has clearly evolved
through natural selection, the above literature leaves no
doubt that the content of learning (the precise associa-
tions formed, and the behavioral phenotypes that result)
is rarely, if ever, specified by ancestral selection. As
documented above, animals are able to learn to exploit
foods, or evade threats, even when they are novel and

have not been encountered by the lineage, often
acquiring them from other species. Moreover, such
learning is frequently evolutionarily consequential. In
such instances, the traditional line that ancestral natural
selection favored genes or genotypes with reaction norms
that allow animals to adjust their phenotypes to
environmental inputs appears overly simplistic. In
learning, ancestral selection has conferred on animals
an unusually rich form of plasticity that appears to
possess some level of autonomy to generate “adaptive fit”
within an individual as a result of its experience, through
an ontogenetic selective process that in many respects
resembles natural selection (Plotkin, 1994; Snell‐Rood
et al., 2018).

Above we present clear evidence that (a) individual
learning commonly allows animals to generate novel
and adaptively biased behavior tuned to the local
environment, (b) social learning further biases the
propagation of these phenotypic improvements to other
individuals, (c) this learning can modify selection and
affect evolutionary dynamics, and (d) culture some-
times allows animals to improve mean fitness itera-
tively across generations in a process that resembles
“adaptation.” While these observations are well‐recog-
nized within the animal learning literature, they
remain poorly appreciated within the evolutionary
biology community. For instance, in an otherwise
admirable book, Bonduriansky and Day (2018) claim
that “only cognitively sophisticated animals” could
learn adaptive solutions to novel circumstances, and
suggest that maladaptive behavior would spread just as
readily as accessing a novel food—claims that are badly
out of touch with the literature. There is now extensive
data showing that, through learning, a very broad
range of species of animals regularly invent and
propagate adaptive behavior that introduces novelty
into phenotype space.

The significance of these findings may be profound.
Recently, the suggestion (associated with the extended
evolutionary synthesis) that “novel phenotypic variants
will frequently be directional and functional” (Laland
et al., 2015, p. 10) excited considerable contention (e.g.,
Charlesworth, Barton, & Charlesworth, 2017). Yet we
suspect to readers familiar with the above referenced
literature on animal learning, the assertion would not
appear unreasonable. Almost all animal innovation, and
almost all socially transmitted knowledge and skills, are
likely to be adaptive, and those cases that are not can be
predicted a priori. Animal learning is an important
addition to a range of phenomena that are now broadly
accepted to undermine the classic view that adaptation
arises solely from natural selection acting on random
genetic variation.
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The reason that learning evolved to become an
unusually rich form of adaptive plasticity is precisely
because of the benefits to animals of being able to
response appropriately to unanticipated eventualities
(Plotkin, 1994; Staddon, 2016). The term “evolvability”
attempts to capture the capacity of a system for adaptive
evolution. There are diverse definitions of evolvability,
many inherently assuming that adaptive evolution
requires genetic change. However, we embrace the
broader definition provided by Kirschner and Gerhardt
(1998)—“an organism’s capacity to generate heritable
phenotypic variation”—in the context of which it is
possible to recognize how learning (a source of novel,
frequently heritable, phenotypic variation) contributes to
evolvability. Through behavioral innovation and social
learning, animals can adjust to environments phenotypi-
cally, sometimes buffering genetic responses, but perhaps
more commonly triggering genetic accommodation. The
impact of learning on evolvability is further suggested by
recent studies showing a robust relationship between
innovativeness and speciosity in birds (Lefebvre, Ducatez,
& Audet, 2016; Nicolakakis, Sol, & Lefebvre, 2003; Sol,
Stirling, & Lefebvre, 2005). These data reinforce the
aforementioned evidence that learning can impose
direction on adaptive evolution, affecting evolutionary
rates, and influencing the probability of populations
reaching global optimum.

There are many open questions ripe for investigation.
For instance, do biases that arise through learning differ
from other developmental biases, for instance, in the
level of integration or diversity of phenotypes generated?
Are there different patterns of bias associated with
individual and social learning? Will success‐based copy-
ing generate more rapid convergence through genetic
accommodation on fitness peaks than conformist social
learning, which is prone to historical lags? Further
investigation is required, but there is already sufficient
data to suggest that phenotypic accommodation through
learning may be common, rapid and powerful, particu-
larly in vertebrates, and that developmentally biased
evolutionary processes resulting from learning may be a
truly fundamental feature of animal evolution.
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